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 This study presents an optimized water quality assessment method 

through image classification of water body colors using the Forel-Ule 

scale and Convolutional Neural Network (CNN). The original 21-

class Forel-Ule system presents challenges such as high computational 

complexity, overlapping spectral characteristics, and class imbalance. 

A class reduction approach is proposed to group similar spectral 

categories into three ecologically meaningful water quality classes: 

oligotrophic (clear blue), mesotrophic (greenish), and eutrophic 

(brownish). Using a dataset of 3,018 labeled water body images from 

EyeOnWater and implementing a CNN architecture trained on both 

original and reduced class schemes, experimental results show that the 

reduced 3-class model achieved significantly higher accuracy (94.0%) 

compared to the original 21-class model (44.3%). These findings 

demonstrate that class reduction improves water quality classification 

robustness, simplifies interpretation, and enhances practicality for 

real-world environmental monitoring. 
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1. INTRODUCTION 

Water is a fundamental necessity for life, playing a crucial role in sustaining human 

civilization and the natural ecosystem [1][2]. Water quality in rivers, lakes, and other bodies 

is a critical indicator of environmental health and human safety. Monitoring and 

maintaining water quality is an ongoing challenge due to various factors contributing to 

pollution and degradation [3][4][5][6][7]. Traditional image classification algorithms, such 
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as Support Vector Machine (SVM) [8], Decision Tree (DT) [9], and Random Forest [10], have 

been employed in water quality assessment. However, these methods can be labor-intensive 

and time-consuming. 

In recent years, Artificial Intelligence (AI) algorithms, particularly deep learning, 

have opened new avenues for automating and enhancing water quality monitoring 

processes [11][12][13][14]. Convolutional Neural Networks (CNNs), a subset of deep 

learning models, have shown remarkable success in image classification, offering precise 

and efficient solutions for environmental monitoring tasks. 

This study focuses on classifying water body colors, an essential aspect of water 

quality assessment. The complexity arises from the subtle differences among 21 classes of 

water body colors, making accurate classification a challenging task. To address this issue, 

we propose a class reduction strategy that consolidates the 21 classes into three broader 

categories based on specific criteria. This reduction aims to simplify the classification task 

without significantly compromising the granularity of the assessment [15][16][17][18][19]. 

This paper comprehensively analyzes three classification approaches, the original 

21-class model and the reduced 3-class model. A dataset of 3018 water quality images is 

utilized, meticulously divided into training, validation, and test sets. Through 

experimentation and model optimization, the efficacy of these methods in achieving higher 

classification accuracy is demonstrated. 

2. RESEARCH METHOD 

This research employs a quantitative experimental approach with a comparative 

design. The dataset of 3,018 water body images labeled with FU classes was sourced from 

the EyeOnWater platform. The original classes were grouped into three based on ecological 

relevance: 

2.1. Water Quality Dataset 

The dataset used in this research consists of 3018 water images, selected based on 

their quality to ensure consistency and accuracy in classification. Each image was 

meticulously chosen to meet high standards by evaluating noise, lighting conditions, and 

extraneous objects. This careful selection process ensures that only the best quality images 

are used, which enhances the reliability of the model's performance. Moreover, this number 

of images allows the research to be completed within the available time frame. The class 

distribution is shown in the following table: 
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Table 1 Dataset Distribution 

Class Number of Images 

Class 1 953 

Class 2 1154 

Class 3 911 

 

These images were sourced from the EyeOnWater platform, which leverages citizen 

science to collect environmental observations using smartphones [20]. This platform 

provides high accuracy in color quantification using the Forel-Ule (FU) scale, which 

categorizes water color into 21 distinct values ranging from clear ocean hues to murky river 

tones [21]. The FU scale, originally developed in the late 19th century, has been calibrated 

with modern spectrometers to maintain scientific rigor and accuracy [22]. 

 
Figure 1 Forel-Ule Scale 

The EyeOnWater app incorporates multiple validation processes, including 

measurements with calibrated spectrometers in various environmental settings such as the 

North Sea and Australian lakes, ensuring the reliability of its color measurements [23]. The 

dataset used here has undergone rigorous image processing steps outlined in the Water 

Colour from Digital Images (WACODI) methodology to align smartphone camera color 

readings with spectrometer data. 

The images were categorized into training, validation, and test sets. Specifically, 

4081 images were allocated to the training set, 1017 images to the validation set, and the 

remaining images were reserved for the final evaluation of model performance. 

2.2. Data Preprocessing 

The preprocessing steps ensured that the dataset was well-prepared for the training 

and evaluation of the CNN models, which is foundational to the success of any machine 

learning task as it impacts performance and accuracy [24][25][26]. The images were resized 

to 256×256 pixels, normalized, and data augmentation using random rotation, zooming, and 

shifting. The proposed method also includes a class reduction approach to simplify 

classification. 

The original Forel-Ule (FU) index, which classifies water color into 21 categories, was 

found to be overly granular for effective classification. By grouping these classes into three 

categories, the complexity of the classification problem is reduced without losing the 
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essential distinctions necessary for accurate water quality assessment. This strategy is 

particularly important given the variability and subtle differences in water color that can 

affect classification accuracy. Additionally, this reduction in classes helps improve the 

model's generalization capability by focusing on more distinguishable differences between 

water quality categories. The details are shown in the table below. 

Table 2 Class Reduction of Forel-Ule Scale 

Class Category Information 

 

 

 

Class 1 

 

 

 

1 – 7 Forel-Ule Scale 

Blue to blue-green color which is clear oligotrophic water 

with very low nutrient content and minimal chlorophyll-a 

concentration. Blue color indicates minimal suspended 

particles and phytoplankton, generally found in mountain 

lakes, deep sea waters, or conservation areas with low 

anthropogenic disturbance. 

 

 

 

Class 2 

 

 

 

8 – 14 Forel-Ule Scale 

Green to yellowish green color represents mesotrophic 

waters, with moderate nutrients and moderate biological 

productivity. Green color tends to indicate increased 

phytoplankton and dissolved organic matter, but has not 

reached eutrophic levels. Generally found in lakes and waters 

that are starting to experience anthropogenic pressure. 

 

 

 

Class 3 

 

 

 

15 – 21 Forel-Ule Scale 

Brownish green to brown color reflects eutrophic and 

hypereutrophic waters, with high nutrient content, abundant 

phytoplankton, and large amounts of suspended or organic 

matter. Brownish color also indicates the presence of humus, 

sediment, or agricultural runoff. Often found in urban areas, 

polluted rivers, deltas, and estuaries 
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2.3. Modelling 

A novel approach to water body color classification has been explored by 

consolidating the original 21 classes into 3 broader categories. This class reduction strategy 

simplifies the classification task and enhances the model's performance by focusing on more 

distinguishable and well-defined color categories so the model can concentrate on 

identifying key color variations more effectively. 

 

Figure 2 CNN Architecture 

The Convolutional Neural Network (CNN) architecture employed is designed to 

classify water body colors based on the dataset characteristics effectively. The CNN model 

architecture begins with an input layer that accepts images of size 256x256 with three color 

channels. The first block features a Conv2D layer with 128 filters and a 5x5 kernel size, 

followed by a ReLU activation function. This block also includes a MaxPooling2D layer with 

a 2x2 pool size to reduce the spatial dimensions and a BatchNormalization layer to stabilize 

and accelerate training. 

In the second block, there is a Conv2D layer with 64 filters and a 3x3 kernel size, 

followed by another ReLU activation function. This block also contains a MaxPooling2D 

layer with a 2x2 pool size and a BatchNormalization layer to normalize the data further. 

The third block consists of a Conv2D layer with 32 filters and a 3x3 kernel size, again 

followed by a ReLU activation function. It also includes a MaxPooling2D layer with a 2x2 

pool size and a BatchNormalization layer. 

After these convolutional and pooling layers, the model includes a Flatten layer that 

converts the 3D output from the previous block into a 1D vector, preparing it for the fully 

connected layers. The next block includes a Dense layer with 256 units, followed by a 

Dropout layer with a rate of 0.5 to prevent overfitting. 

Finally, the output layer consists of a Dense layer with 3 units and a softmax 

activation function, which outputs the probability distribution across the three classes for 

classification. This sequential arrangement of layers allows the model to learn complex 

patterns in the input data and effectively perform the classification task. 

To achieve optimal performance, this model's architecture leverages the Adam 

optimizer with a fine-tuned learning rate of 0.001, which facilitates faster convergence and 
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improved accuracy. The evaluation process utilizes the Categorical Crossentropy loss 

function, providing a robust assessment of the model's performance in classifying multiple 

categories. To further enhance the model's robustness and prevent overfitting, dropout 

regularization is applied during the training phase. 

3. RESULTS AND DISCUSSION 

The results of the water body color classification experiments are presented, and the 

analysis highlights the effectiveness of class reduction on model performance. Additionally, 

the potential for future research in this field is discussed, emphasizing the novelty and 

implications of the class reduction approach for water quality assessment. 

3.1. Classification Performance 

The classification performance of the models is evaluated based on Precision, Recall, 

F1-Score, and Accuracy. The results demonstrate significant improvements when reducing 

the number of classes from 21 to 3. The accuracy achieved by the original 21-class model is 

44.3%, whereas the 3-class model achieves an accuracy of 94.0%. The details are in the table 

below. 

Table 3 Performance Comparison of Classification Models 

Model Categories Precision (%) Recall (%) F1-Score (%) Accuracy (%) 

 

 

 

 

 

 

 

 

 

21-Class 

Class 1 33 14 20  

 

 

 

 

 

 

 

 

44,3 

Class 2 62 60 61 

Class 3 56 50 53 

Class 4 61 74 67 

Class 5 64 37 47 

Class 6 46 50 48 

Class 7 41 31 35 

Class 8 43 26 33 

Class 9 40 73 51 

Class 10 55 21 31 

Class 11 55 84 67 

Class 12 54 28 37 

Class 13 54 44 48 

Class 14 34 31 33 

Class 15 27 10 14 

Class 16 31 52 39 

Class 17 35 38 36 

Class 18 34 49 40 

Class 19 62 47 53 

Class 20 0 0 0 

Class 21 0 0 0 

 

3-Class 

Class 1 91 92 92  

94,0 Class 2 96 93 94 

Class 3 95 97 96 
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The table compares the performance metrics of the models. The original 21-class 

model exhibits the highest training and validation losses, which translates to the lowest 

accuracy. This indicates the difficulty in accurately classifying the water body images into 

21 distinct categories due to the subtle variations between the classes. 

The following graph presents the accuracy and loss curves for the models to 

illustrate these differences further. The detailed analysis of these curves will provide deeper 

insights into how each model performs under different conditions. 

 
Figure 3 Accuracy and Loss of 21-class Model 

In figure 3, which represents the 21-class model, we observe low training and 

validation accuracy, indicating difficulty in the model’s ability to classify the images into 21 

distinct categories accurately. The losses are quite low, showing that the model effectively 

minimizes error rates. Still, the low accuracy suggests that the model struggles with the 

complexity of differentiating between the classes despite having good loss values. This 

discrepancy indicates that the model is unable to generalize well across all 21 classes due to 

the high similarity among some classes. 
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Figure 4 Accuracy and Loss of 3-class Model 

The figure 4, representing the 3-class model, shows a noticeable improvement. Both 

the training and validation accuracy are significantly higher, and the curves demonstrate a 

smoother convergence. The loss values are low, indicating robust performance. This 

suggests that reducing the number of classes to 3 has made the classification task more 

manageable, leading to better model performance and generalization. 

These graphs collectively highlight the effectiveness of class reduction in improving 

the performance of water body color classification models. They demonstrate how these 

techniques can significantly reduce losses and enhance the overall accuracy of the 

classification task. 
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Figure 5 Confusion Matrix of 3-Class Model 

A confusion matrix was included to highlight the performance of the proposed 3-

class model, as shown in figure 6. This addition offers a clear visualization of the 

classification performance, showcasing the model's ability to distinguish between different 

classes accurately. 

The results suggest that class reduction can enhance classification performance, 

offering a viable solution for more efficient water quality monitoring. This research 
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contributes to ongoing efforts in environmental protection and provides a foundation for 

future advancements in AI-based water quality assessment. 

3.2. Discussion 

The findings from this study highlight the significant challenges in classifying water 

body colors into 21 distinct classes due to the subtle variances and overlaps among the 

classes. By reducing the number of classes to 3, we significantly enhanced the classification 

accuracy, demonstrating that a more manageable classification scheme leads to better 

performance. This class reduction strategy is novel within the context of water quality 

assessment and presents a promising method for simplifying complex classification tasks. 

Looking ahead, this research opens multiple pathways for further exploration. 

Future studies could delve into additional preprocessing methods, employ more advanced 

deep learning architectures, and utilize larger and more diverse datasets to validate and 

extend these findings. The innovative approach of combining class reduction with effective 

preprocessing techniques, lays a strong foundation for continued advancements in water 

body color classification. 

4. CONCLUSION 

This research introduces an innovative approach to water body color classification 

by reducing the number of classes from 21 to 3. These methods have demonstrated notable 

improvements in classification accuracy. The original 21-class model achieved an accuracy 

of only 44,4%, indicating the challenges in distinguishing a large number of similar classes. 

By reducing the classes to 3, the model's accuracy significantly increased to 94%. 

The results underscore the significance of class reduction in tackling complex 

classification tasks. This technique simplify the classification process and enhance the 

model's generalization capabilities, leading to more reliable and accurate predictions. 

This study paves the way for future research in water quality assessment. 

Subsequent studies can build on these findings to develop more advanced models and 

explore additional preprocessing techniques to improve classification performance further. 

The insights gained from this work suggest the potential for integrating other innovative 

strategies to address the challenges in water body color classification effectively. 
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